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Abstract: Serious and systematic errors with popular
density functionals occur for isodesmic stabilization ener-
gies of n-alkanes, isomerization, and dimerization energies
of hydrocarbons and geometries of sterically overcrowded
aromatic systems. These functionals are too biased toward
the correct description of free atoms. Changing two
parameters within the Perdew-Burke-Ernzerhof approxi-
mation leads to a new nonempirical functional, PBEsol,
that improves the description of large organic systems.

Proper description of stereoelectronic (SE) effects1 is desirable
for any theoretical method to be used in organic chemistry. The
SE design rules are frequently used in synthetic organic
chemistry to design and explain new reactions by electron
donating and withdrawing effects or steric interactions. It is
shown in this communication that a new, nonempirical semilocal
Kohn-Sham (KS) density functional theory (DFT)2 approxima-
tion, called PBEsol,3 describes more correctly the SE effects in
many hydrocarbons than do the semilocal DFT functionals tested
in previous reports.4,5

KS DFT approximations for the exchange-correlation energy
can be classified into two major groups, empirically fitted or
nonempirical. The nonempirical functionals form a hierarchy
of semilocal approximations with increasing complexity and
(usually) accuracy. The simplest approximation is the local spin

density approximation (LSDA), while the next two levels are
the generalized gradient approximation or GGA (e.g., PBE6)
and the meta-GGA (e.g., TPSS7). The hybrid functionals define
a fourth level that is fully nonlocal and semiempirical. In the
assessment of density functional approximations, great weight
is usually given to the accuracy of molecular atomization
energies or the enthalpies of formation constructed from
calculated atomization energies. Earlier studies have shown8 that
GGA and global hybrid GGA functionals (e.g., B3LYP,9 or
B3PW9110), that were parametrized for the enthalpies of
formation of the relatively small molecules, can fail seriously
for larger molecules. Due to the computational expense of the
exact exchange, calculations using hybrid functionals can be
very expensive compared to the pure GGA or meta-GGA
functionals. Solid-state calculations are also quite inefficient with
hybrid functionals, and thus development of good quality,
reliable semilocal functionals is important.

We have shown11 that the TPSS meta-GGA7 achieves
remarkably accurate atomization energies for 50 large hydro-
carbons and substituted hydrocarbons. We also presented strong
evidence that most of the error of previous nonempirical
functionals resides in the energy of the free atom and so cancels
out of typical reaction energies. Finally, we suggested that
enthalpies of formation, calculated without any reference to the
free atoms, would provide a fairer assessment of the performance
of approximate density functionals. (See also refs 12 and 13.)

Recently examples of stereoelectronic effects in alkane
isomers have been summarized.4 Independent works have shown
serious and systematic errors of several popular DFT methods
(e.g., B3LYP or to a lesser extent PBE) for isodesmic stabiliza-
tion energies of n-alkanes5 and octane or (CH)12 hydrocarbon
isomer energy differences.14

More recently it has been argued that popular exchange-
correlation functionals are biased toward the correct description
of free atoms3,15 by their gradient coefficients for exchange and
thus often fail to improve upon LSDA for solids. These
functionals also fail for larger organic molecules. It has been
shown that the exact second-order gradient expansion for
exchange is relevant for realistic densities of densely packed
solids, while the similar expansion for correlation is less relevant.
This suggests using the exact second-order gradient expansion
coefficient (µGE ) 10/81) within the PBE exchange enhancement
factor, Fx(s) where s is a dimensionless density gradient, for
such densities. Also adjusting the correlation functional to satisfy
another condition leads to a new nonempirical GGA, PBEsol,
that performs well for solids and their surfaces and could
improve the description of large organic systems and reactions.
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With increasing size, the electron densities of molecules become
more similar to solid-state densities.

We note that PBE and PBEsol are both first-principles GGAs,
but they are based upon different selections of exact constraints
to satisfy. At the GGA level, but not at the higher meta-GGA
level, one can at most satisfy two out of the following three
constraints exactly: (I) second-order gradient expansion for
exchange, (II) second-order gradient expansion for correlation,
(III) LSD-like linear density response of a uniform electron gas.
PBE satifies (II) and (III) but not (I). PBEsol satisfies (I) and
compromises between (II) and (III). Any PBE GGA subroutine
can be converted to PBEsol simply by changing two gradient
coefficients3 (µ from 0.21951 to 10/81 and � from 0.0667 to
0.0460). Further details of the new PBEsol functional and its
performance can be found in ref 3.

In order to estimate the long-range dispersion energy we use
the well established and tested DFT-D method,16 employing
damped atom-pairwise -C6/R6 terms. (For a recent review see
17.) For PBEsol-D we take the (asymptotically correct) s6

scaling factor of unity (for PBE s6 ) 0.75) and merely readjust
the Rscal scaling factor of the atomic van der Waals radii from
the original value of 1.1 to 1.42 to fit the computed interaction
energies of a few typical van der Waals complexes (S22 set,
see the Supporting Information). The r0 value used in the
damping function is the sum of the two scaled atomic van der
Waals radii.16 The larger Rscal accounts for the more attractive
character of the interatomic PBEsol interactions in the medium-
range correlation regime (making the dispersion correction more
long-ranged). While no GGA without a dispersion correction
can account for long-range correlation, the PBEsol (after the
error cancelation between exchange and correlation expected
for local and semilocal approximations) can apparently account
for medium-range interaction better than PBE. Moreover, for
Ne2 and Ar2, PBE is reasonably good,18,19 but PBEsol is even
better20 for the repulsive part of the binding energy curve.

Following Zhao and Truhlar,21 we have used a small test set
composed of the following components: experimentally derived
zero-point exclusive chemical reaction energies of

n-C6H14 + 4CH4f 5C2H6 (1)

and

n-C8H18 + 6CH4f 7C2H6 (2)

experimentally derived22 zero-point exclusive relative energies
of 2,2,3,3-tetramethylbutane 3a and n-octane 3b and relative
energies of three (CH)12 isomers 4a, 4b, and 4c. We added to
the test set the anthracene dimerization reaction energy (5a and
5b). The structures are shown in Figure 1.

We note that the serious discrepancies between computed and
experimental isodesmic reaction energies of (1) and (2) have
been attributed to the so-called “protobranching” effect, defined
as the stabilizing interaction of geminal methyl (-CH3) or
methylene (-CH2-) groups. It has been shown4 that many popular
exchange-correlation functionals fail for this effect. Later it was
shown that the heavily parametrized M05-2X global hybrid
functional (for organic chemistry only) performs well on these
tests.21 This was attributed to an improved correlation functional
for the medium-range electron correlation. While we concur
with the importance of medium-range correlation in these

systems, it is interesting to note that the LSDA that is the most
local functional performs extremely well for these problems,
as observed by Wodrich et al.5 and shown in Table 1. These
good LSDA results can be attributed to the serious overbinding
error of the Slater exchange that is imperfectly balanced by the
LSDA correlation.19

The results in Table 1 show the relatively good performance
of M05-2X, PBEsol, and LSDA for the isodesmic stabilization
energies of hexane and octane and for the isomer energy
difference of octane. Good performance of PBEsol for (CH)12-
(E(4c)-E(4b)) can also be observed in Table 2 (taking CCSD(T)
as the standard for 4; see details below). In contrast, the 8.3
kcal/mol CCSD(T) energy difference between the 4c and 4b
isomers is seriously underestimated by the PBE, TPSS, and
especially the B3LYP functionals. (The B3LYP functional gives
very poor results for structures with single bonds only and for
bicyclic hydrocarbons, as pointed out in ref 14.) However,
E(4b)-E(4a), involving a large change in the number of multiple
bonds, is strongly overestimated by LSDA and PBEsol, while

Figure 1. Structures of 2,2,3,3-tetramethylbutane 3a, n-
octane 3b, and the (CH)12 isomers, where 4a, 4b, and 4c
correspond to the structures 1, 22, and 31 in ref 14. An-
thracene is 5a and its dimer is 5b.

Table 1. Zero-Point Exclusive Energies (kcal/mol) of
Hexane (∆E(1)) and Octane (∆E(2)) Isodesmic
Stabilization Energies of Reactions 1 and 2 and Relative
Energies of Two Octane Isomers

method ∆E (1) hexane ∆E (2) octane
E(3b)-E(3a)

octane isomers

expt 9.3a 14.0a 1.9a

CCSD(T) 8.6b

SCS-MP2 8.0c 12.0c 1.9c

MP2 9.7c 14.6c 5.1c

M05-2X 8.2d 12.2d 2.0d

B3PW91 4.7d 7.0d -7.0d

B3LYP 4.0b 5.9b -8.4d

TPSS 3.9e 5.7e -5.6e

PBE 5.6e 8.3e -4.6e

PBEsol 7.4e 11.0e -1.3e

PBEsol-D 8.3e 12.5e 0.3e

LSDA 9.9e 14.8e 3.7e

a For experimental values see ref 22. b Reference 9. c Present
work, single point frozen core SCS-MP2 or MP2/TZV(2df,2pd)//PBEh/
TZV(2d,p) results. d Reference 21. e Present work, single point
6-311+G(2d,2p)//M05-2X/6-311+G(2df,2p) results. PBEsol-D: an
estimated dispersion correction was added to PBEsol values.
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PBE, TPSS, and M05-2X give energy differences close to that
of CCSD(T). The M06-L functional23 gives slightly worse
results24 for these problems than the M05-2X functional.

The photodimerization of anthracene (5a) is a reversible [4
+ 4] cycloaddition which yields the covalently bound polycyclic
dimer (5b). The condensed phase dimer is labile at elevated
temperatures and exothermally dissociates to monomers. The
dissociation energy of the gas phase dimer is well studied, and
the highest levels of calculations give De ) 9 ( 3 kcal/mol
(endothermic).25 It can be observed that HF, B3LYP, PBE, and
dispersion corrected PBE-D fail considerably for De, giving
-19.6, -24.6, -13.2, and 3.2 kcal/mol, respectively (using
TZV(2p,d) basis set and MP2/TZV(d,p) geometries; see also
ref 26). The LSDA/6-311+G(2d,2p) De is too positive (13 kcal/
mol). Our new PBEsol and dispersion corrected PBEsol-D/
TZV(2p,d) single point energies are considerably better, giving
for De -0.5 and 9.4 kcal/mol, respectively. (See the Supporting
Information).

Longstanding problems for density functionals are the
geometries of cyclophanes and related sterically overcrowded
aromatic systems.27 As analyzed in detail in ref 27, typical
density functionals properly account for the Pauli-exchange
repulsion between the clamped aromatic rings but do not
describe accurately the electron correlation effects between the
π-systems. These are at distances below the van der Waals
radius of carbon, showing that this is not a typical dispersion
problem. In effect this leads to too long inter-ring spacings and
too strong stretching of the bridging single bonds (cf. Figure 2
for PBE results and ref 27 for even worse B3LYP data).

As can be seen from Figure 2, this problem is more or less
solved with PBEsol, which yields almost perfect agreement with
experiment for all important structural parameters. This holds
in particular for the (chirality inducing) torsion angle φ which
is too small with PBE and even zero with B3LYP but very
accurate with PBEsol. The differences between the PBE and
PBEsol geometries are much larger than the expected packing
effects. PBEsol geometry is much closer to the SCS-MP2 or
experimental geometry27 than PBE is.

The presented results suggest that a diminished gradient
dependence makes PBEsol better than PBE and other standard
semilocal functionals not only for solids (moderately varying

densities with metallic or single bonds) but also for single-
bonded hydrocarbon molecules and for E(4c)-E(4b), while PBE
and TPSS remain better for energy differences between some
multiply and singly bonded isomers (e.g., E(4b)-E(4a) or E(4c)-
E(4a)). PBEsol is clearly better than PBE for the gas phase
dissociation energy of the anthracene dimer (5a and 5b). For
6, where the medium-range electron correlation is important,
the new PBEsol functional gives excellent agreement with the
experimental geometry. It can be expected that PBEsol, which
provides good lattice constants for solids, will also give good
geometries for large molecules. Further studies are needed to
confirm and refine these tentative conclusions. The stronger
enhancement of exchange in PBE GGA and other standard
semilocal density functionals is needed for free atoms, for
hydrogen bonds, and perhaps for some multiple bonds. In
independent work, Vela28 has also found improvement for
octane isomerization energies from a GGA that uses the exact
gradient coefficient for exchange over a wide range of density
gradients.

In summary, the simple PBEsol GGA, which was developed
nonempirically for densely packed solids, is also useful for large
organic molecules (in the absence of free atoms). It can be useful
for quick evaluations of geometries and frequencies, to be
followed possibly by single-point energy calculations at higher
levels of approximation. Moreover, it may be possible to build
the PBEsol construction principle (recovery of the gradient
expansion for exchange over a wide range of slowly- or
moderately varying densities) into meta-GGAs, which can be
more widely useful than GGAs and are not much more
expensive.
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Appendix: Technical Details
The experimental values used in Table 1 were derived from
experimental standard enthalpies of formation.22 The values
were corrected to 0 K, and an experimental zero-point
vibration energy correction was subtracted. The error bars

Table 2. Relative Energies of Three (CH)12 Isomerse

method E(4c)-E(4b) E(4b)-E(4a)

CCSD(T) 8.3a 12.2a

SCS-MP2 8.1a 17.3a

MP2 7.3a 24.4a

M05-2X 7.4b 14.0b

B3PW91 6.7c 16.8c

B3LYP 1.3c -1.7c

TPSS 3.4d 10.8d

PBE 5.2d 13.2d

PBEsol 9.4d 25.9d

PBEsol-D 10.0d 26.5d

LSDA 11.4d 29.3d

a Present work, single point frozen core CCSD(T)/complete basis
set TQ extrapolated// PBEh/TZV(d,p) and SCS-MP2 or MP2/
TZV(2df,2pd)// PBEh/TZV(2d,p) results. b Reference 21. c Reference
14. d Present work, single point 6-311+G(2d,2p)//M05-2X/6-
311+G(2df,2p) results. PBEsol-D: an estimated dispersion correc-
tion was added to PBEsol values. e The number of multiple bonds
is zero for 4a, four for 4b, and five for 4c.

Figure 2. Optimized structure (PBEsol/TZV(2df,2p)) of
[2.2]paracyclophane 6 (D2-symmetry) and important geo-
metrical parameters (bond lengths in pm, torsion angle
φ(3-2-1-14) in °; top: experimental X-ray data,27 middle:
PBE, bottom: PBEsol).

890 J. Chem. Theory Comput., Vol. 4, No. 6, 2008 Letter



for the experimental values are about 0.5 kcal/mol. The
frozen core CCSD(T) isomerization energies for 4 were
obtained from complete basis set extrapolation using SCS-
MP2/cc-pVXZ (X ) T, Q) energies. Smaller, double-�
quality basis sets used in ref 14 give 2-3 kcal/mol basis set
error for the energy differences of the (CH)12 isomers shown
in Table 1. We have calculated the effect of the core-
correlation on the relative energies of 4, and it is comparable
to the complete valence basis set extrapolation error (0.3-0.6
kcal/mol). Reference 14 shows that single-point CCSD(T)
calculations that use DFT and MP2 geometries give similar
isomerization energies within the range of 1 kcal/mol. The
M05-2X/6-311+G(2df,2p), B3PW91 and B3LYP results
obtained with triple-� quality basis sets are taken from the
literature.4,8,14,21 The M05-2X/cQZV3P//MP2/TZV(d,p) model
gives slightly different values for ∆E (1), ∆E (2), and E(3b)-
E(3a) (within 0.6 kcal/mol). For the TPSS, PBE, PBEsol,
and LSDA (with the SVWN5 functional for LSDA) calcula-
tions, we use 6-311+G(2d,2p), cc-pVTZ(-f), and TZV(2d,p)
or TZV(2df,2p) basis sets of Ahlrichs et al.29 and PBE/6-
311+G(d,p), M05-2X/6-311+G(2df,2p) and MP2/TZV(d,p)
geometries. Using the complete cc-PVTZ basis set (adding
f functions) changes the ∆E (1) by 0.2 kcal/mol, so using f
functions has a small influence on the calculated results. The
DFT calculations were performed with the modified GAUSS-
IAN 03 program30 and with the slightly modified versions of
the Turbomole suite of programs.31 It was observed that the
geometry differences result in a maximum of 0.6 kcal/mol
change in the energies of ∆E (1), ∆E (2), and E(3b)-E(3a).
The basis set effect is about 1 kcal/mol. We confirm the
suggestion of ref 31: Triple-� quality basis sets are needed
for such DFT calculations, and an increase of the polarization
part to (2d,2p) is advantageous.

Supporting Information Available: Geometries and/or
total energies of compounds 4, 5, and 6 and dissociation energies
and statistical data for the S22 benchmark set. This material is
available free of charge via the Internet at http://pubs.acs.org.
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